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Peak Values IB QDR RoCE Soft RoCE No RDMA

Latency (µs) 1.96 3.7 11.6 21.09

One-way BW (MB/s) 3024.8 1142.7 1204.1 301.31

Two-way BW (MB/s) 5481 9 2284 7 - 1136 1Two way BW (MB/s) 5481.9 2284.7 1136.1
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